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Abstract

This study addresses continuing controversies concerning the nature of semantic impairment in early dementia of the Alzheimer
type (DAT), and the relationship between conceptual knowledge and picture naming. A series of analyses of fine-grained feature
knowledge data show that: (1) distinctive features of concepts were more vulnerable than shared; (2) the amount of attribute knowl-
edge about a concept was associated reliably, and in a graded fashion, with the ability to name a picture of that item; (3) sensory
features were differentially important in naming; and (4) the degree of disruption to different types of attribute knowledge did not
vary between items from living and nonliving domains. These findings are discussed in the context of contemporary cognitive and
computational models of semantic memory organisation.
� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Difficulties with expressive language are among the
earliest and most prominent symptoms of Alzheimer�s
disease. Patients commonly complain of ‘‘forgetting
words,’’ particularly the names of things or people,
and a profound anomia may be observed on bedside
or formal testing. Despite intensive study of this phe-
nomenon over the past decade, considerable controversy
persists over whether it results from degradation of spe-
cific semantic information, or from a more general dis-
ruption of organisation impairing access to structurally
intact representations.

Some studies have demonstrated normal perfor-
mance by DAT patients on implicit tests of semantic
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knowledge [such as those involving semantic priming
(Nebes, 1989)] others a dissociation between preserved
recognition of semantic associates and impaired judg-
ments of their semantic relatedness (Grober, Buschke,
Kawas, & Fuld, 1985; Nebes & Brady, 1990), and
these findings have been interpreted as supporting
the access hypothesis. Other authors, however, have
argued equally strongly for a degradation account
on the basis of selective loss of fine-grained semantic
information (Chertkow & Bub, 1990; Hodges, Sal-
mon, & Butters, 1992b), the importance of lexical fre-
quency in name retrieval (Hodges et al., 1992b), and
item-by-item consistency between tests (Chertkow &
Bub, 1990; Huff et al., 1986; Lambon Ralph et al.,
1997).

A striking demonstration of the relationship between
object naming and the status of underlying semantic
representations came from a study of the definitions
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generated by a group of DAT patients in response to the
spoken names of concepts (Hodges, Patterson, Graham,
& Dawson, 1996). This study showed that the quantity
and richness of information produced for items that
had been named significantly exceeded that which was
generated for unnamed items. Moreover, a discrepancy
between the numbers of physical and associative attri-
butes produced for named vs. unnamed items was con-
sidered to imply that knowledge of an item�s physical
features was particularly important to production of
its name.

Although these findings are of central importance to
the access vs. degradation debate, there were problems
with some of the methods used in the study. The first re-
lates to the techniques used to elicit semantic attribute
knowledge: subjects were asked ‘‘How would you de-
scribe a [X] to someone who has no idea what one is
?’’ and allowed 1 min to provide their definitions.
Although they were vigorously encouraged to produce
as much information as possible, both the time limit
and the form of the instruction may have inhibited par-
ticipants from producing much more than a core defini-
tion of the concept. The response ‘‘A large African
animal with a trunk’’ meets the specifications of the task
by drawing on only a fraction of the semantic informa-
tion that is usually encoded about elephants. Although
it might be true simply that no more is known about
the concept, it is also conceivable that the subject, while
knowing much more about elephants, either considers
such an abbreviated definition to be adequate to the
requirements of the task, or is prevented by anomia
from expressing any more detailed information in verbal
form. It could also be argued that the features missing
from the patients� definitions were inaccessible, rather
than degraded.

Another problem concerned the methods used to
score definitions: two strategies were adopted—the first
was to sum the amount of information produced for
each item, and the second to judge whether or not the
definition conveyed the ‘‘core concept.’’ Although re-
sults from both scoring systems behaved in a similar
fashion in the study, it seems clear that they are measur-
ing somewhat different abilities, as the complexity of
Table 1
Naming responses to pictorial stimuli from the category birds, made by pat

September 91 March 92

chicken + +
duck + +
swan + bird
eagle duck bird
ostrich swan bird
peacock duck bird
penguin duck bird
rooster chicken chicken

Cross category errors are underlined, and ‘‘+’’ denotes a correct response (F
such ‘‘core definitions’’ and the overall number of attri-
butes may vary between items (consider the relative ease
of generating information and encapsulating the core
meaning in response to the words ‘‘horse’’ and ‘‘span-
ner’’). Finally, the Hodges et al. study considered nam-
ing as an all-or-none phenomenon, whereas analysis of
the types of error made by patients suggests that naming
failures vary substantially in the quantity and/or quality
of information that they convey. The relationship be-
tween name production and semantic knowledge would
thus be considerably strengthened by the demonstration
of a graded relationship between error types in naming
and semantic knowledge generated.

In this study, we propose and evaluate a somewhat
more systematic approach to the quantitative analysis
of verbal definitions, motivated by a feature-based mod-
el of concept representation. Feature-based theories of
semantic memory assume that concepts are composed
of subordinate elements, or features (McRae, de Sa, &
Seidenberg, 1997; Rosch, 1973; Smith & Medin, 1981).

It has been argued that featural representations can
become partially disrupted, resulting in a graded deficit
of knowledge about individual items, and such models
can also account for the evolution in naming responses
made over time by patients with semantic dementia
(SD). This was clearly illustrated by the longitudinal
study of patient J.L. (Hodges, Graham, & Patterson,
1995a). A sample of J.L.�s naming responses over a per-
iod of 18 months is reproduced in Table 1, and reveals a
pattern of progressively generic response-types. Thus, in
the early stages he correctly named the prototypical
birds, but failed to distinguish them from the more unu-
sual category members. Later, the names of even the
most familiar exemplars (chicken and duck) were re-
placed with the generic label ‘‘bird,’’ and then with the
even more non-specific ‘‘animal.’’ Confusions between
birds and other living creatures (e.g., ‘‘dog’’ for duck,
or ‘‘horse’’ for eagle) began to emerge still later in the
course of the disease, while more fundamental confu-
sions (e.g., ‘‘vehicle’’ for peacock) remained exceptional
even at very late stages.

According to feature-based models, category-level
knowledge is supported by information that is common
ient J.L. over an 18-month-period

September 92 March 93

+ animal
bird animal
bird dog
bird horse
cat animal
cat vehicle
cat part of animal
bird dog

rom Hodges et al., 1995a).
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to many members of the same category (shared features),
while exemplar-level knowledge requires information
that is unique to a single member (distinctive features),
so the data shown in Table 1 would suggest that degrada-
tion of the semantic network was characterised, at least
in the early stages, by a selective impairment of distinc-
tive information. The network described by Rogers
et al. (2004) illustrates this idea at the computational le-
vel of analysis by exploiting differences in feature distinc-
tiveness to produce responses that are analogous to the
behaviour of J.L. and other patients with SD. Progres-
sively greater degrees of damage cause concept represen-
tations gradually to become dominated by their shared
elements. In effect, the representations encoded by the
damaged model tend towards an �average� or �prototype�
of their categories, and when required to map between
semantic and phonological representations, the network
produces semantic errors (‘‘dog’’ instead of ‘‘cat’’) or
generic responses (‘‘animal’’ instead of ‘‘cat’’), similar
to those made by patients with SD.

Adopting a somewhat more empirical approach,
Garrard, Lambon Ralph, Hodges, and Patterson
(2001b) collected a large corpus of semantic features
from a group of normal controls, and showed that when
similarities among concepts were computed simply on
the basis of their lists of features, they grouped into
clusters that broadly reproduced the superordinate cate-
gories to which they are normally assigned (animals,
birds, vehicles, etc.). Moreover, the absence of any
appreciable overlap between the representations of liv-
ing and nonliving concepts suggested that large amounts
of damage would need to be introduced before cross-do-
main confusions could occur—a pattern suggested,
again, by J.L.

Although suggested by many authors (Garrard
et al., 2001a, 2001b; Laatu, Portin, Revonsuo, Tuisku,
& Rinne, 1997; McRae et al., 1997; Moss, Tyler, Dur-
rant-Peatfield, & Bunn, 1998; Warrington & Shallice,
1984), evidence that breakdown of the semantic system
in the human brain is characterised by a preferential dis-
ruption to distinctive semantic features has so far re-
mained indirect. Again, this stems from the limitations
of free generation of definitions as a method for assess-
ing semantic memory at the level of feature knowledge.
Even though Hodges et al. (1996) were careful to
encourage patients to produce as much information as
possible, Warrington (1975) and Laatu et al. (1997) used
forced-choice questions, and Laws, Humber, Ramsey,
and McCarthy (1995) employed a sentence verification
paradigm to probe for the presence of specific feature
knowledge, in all cases the task was either open-ended,
or difficult to score in a manner that compared the pa-
tients� responses to a normal standard, or both.

Two important methodological modifications mean
that the present study is less vulnerable to such criti-
cisms. First, the set of semantic features expected for
each concept was determined empirically in advance of
testing, using the semantic feature corpus of Garrard
et al. (2001b). This allowed knowledge of shared vs. dis-
tinctive, as well as sensory vs. non-sensory information
to be compared both within and between patients. Sec-
ondly, in order to compensate for the problems associ-
ated with anomia, a two-part test procedure was used:
participants were asked first to generate as much infor-
mation as they could about each concept, and then
probed for information that was not spontaneously gen-
erated. Credit was given for non-verbal attempts to con-
vey information about semantic attributes (e.g., miming,
gesturing or pointing).

Furthermore, whereas many studies in this arena
have focused on SD, the patients assessed here were a
group with DAT, a condition in which the semantic
impairment tends to be milder, and the confounding
anomia less severe. This also allowed us to investigate
in detail how the integrity of the semantic representa-
tions influenced the naming responses. To this end, nam-
ing errors were considered as reflecting graded quality
and quantity of information, ranging from ‘‘don�t
know’’ or no response, to generation of a pertinent
circumlocution.

The key predictions of the present study were, there-
fore, as follows: first, that the degradation of conceptual
knowledge will be characterised by a disproportionate
loss of distinctive over shared features; and secondly, that
if impoverishment of semantic knowledge is responsible
for the anomia seen in patients with DAT, then a graded
relationshipwill be evident betweendegree of information
revealed by the naming response, and quantity of seman-
tic knowledge produced in the probed attribute task.

The richness of the data obtained using these novel
methods will allow two other related issues to be ad-
dressed. The first concerns the adequacy of standard
neuropsychological measures, such as naming and
word-picture matching, for defining subtle semantic def-
icits, particularly in patients with very early DAT. It is
hypothesised that a detailed test of semantic feature
knowledge based on a corpus derived from normal,
age-matched volunteers, will provide a more sensitive
means of quantifying mild deficits. The second relates
to the proposal that the differential importance of sen-
sory and functional features to concepts from living
and non-living domains underpins the phenomenon of
category-specificity that is sometimes seen in patients
with semantic memory impairment—an idea often re-
ferred to as ‘‘the sensory-functional theory’’ (SFT)
(McCarthy & Warrington, 1988; Warrington & Shallice,
1984). Although the differential importance of these two
basic knowledge types across semantic domains was not
supported in the overall analysis of the features in the
normal database (Garrard et al., 2001b), a more sensi-
tive method for examining this hypothesis may be pro-
vided by a test of the detailed knowledge of semantic



82 P. Garrard et al. / Brain and Language 93 (2005) 79–94
features underlying concepts in patients whose semantic
memory is at various stages of breakdown.
2. Patients and methods

The study group was selected from a larger group of
patients presenting to a Memory Disorder Clinic at
Addenbrooke�s Hospital between 1992 and 1996, and
willing to be enrolled into a longitudinal study of semantic
memory and related cognitive deficits in DAT. The diag-
nosis of probableDATwasmade according to the criteria
developed by the National Institute of Neurological and
Communicative Disorders and Stroke (NINCDS) and
the Alzheimer�s Disease and Related Disorders Associa-
tion (ADRDA), which consist of inclusion and exclusion
criteria (McKhan et al., 1984). All patients presented with
progressive cognitive impairment, predominantly affect-
ing memory, with a history of between 1 and 4 years.

Ten patients were enrolled for the present study, rep-
resenting a spectrum of cases with relatively early and
more advanced disease who were willing to co-operate
with the intensive testing required. Demographic and
basic neuropsychological indices are displayed in Table
2. The mean age of the subjects was 72.8 (SD 6.9). Half
the subjects were in the mildly impaired range (MMSE
score between 20 and 25) and half were moderately im-
paired (MMSE score between 14 and 19). All patients
have been followed for at least 12 months and have
demonstrated the expected decline in cognitive function.

In addition to standard neuropsychological measures
shown in Table 2, all patients were tested using: (i) a
modified version of the semantic test battery described
by Hodges and Patterson (1995b) [for details, see Garr-
ard, Lambon Ralph, and Hodges (2002)], and (ii) a newly
devised probed test of fine-grained feature-knowledge of
all the items in the semantic test battery. Performance on
the semantic battery was contrasted with that of a group
Table 2
Standard neuropsychological results for patients and controls

Max. DT JH RT AN RB

Age n/a 66 70 59 73 72
Sex n/a f f f f m
MMSEa 30 14 16 16 19 19
Extended MMSEb 100 40 31 35 61 51
Graded naming test 30 nt nt nt 11 1
Digits forward n/a 5 5 4 6 8
RMTc (words) 25 17 10 12 17 17
RMT (faces) 25 25 12 9 14 17
Reyd figure copy 36 2.5 7.5 27 29.5 27.5
Rey figure recall (%) 100 0 0 0 0 0

n/a, not applicable; nt, not tested.
a Mini Mental State Examination (Folstein et al., 1975).
b A more comprehensive screening battery for cognitive dysfunction (Ma
c Recognition memory test (Warrington, 1984).
d Rey Osterreith complex figure test.
* Equivalent to 50th percentile for this age group based on published nor
of 31 age- and education-matched controls selected from
the MRC-CBU subject panel. A second control group
(n = 20) was used for the test of attribute knowledge.

2.1. Semantic battery

These tests all employ a consistent set of stimulus
items from the corpus of line drawings by Snodgrass
and Vanderwart (1980), and are designed to assess cen-
tral representational knowledge via different modalities
of input and different types of response output. A bat-
tery that has been used extensively in other studies
(Hodges, Patterson, Oxbury, & Funnell, 1992a; Hodges
& Patterson, 1995b; Hodges et al., 1996) was updated to
contain 64 items chosen to represent four living catego-
ries (eight domestic land animals; eight foreign land ani-
mals; eight fruits; eight birds), and four nonliving
categories (eight small manipulable household items;
eight large, non-manipulable household items; eight
vehicles; eight tools). Thus, in addition to being larger,
the new set of items also differs in that the categories
of musical instruments and water creatures in the origi-
nal battery were omitted. The 64 items form two subsets,
each containing 16 living and 16 nonliving items,
matched in one for concept familiarity (Snodgrass &
Vanderwart, 1980) and in the other for age of acquisi-
tion (Morrison, Chappell, & Ellis, 1997). The following
tests were used for the present study:

1. Category fluency for each of six categories (animals
and household items were treated as single catego-
ries), with 1 min allowed per category.

2. Naming of all 64 line drawings without cueing.
3. Word-picture matching in response to a spoken word

for all 64 items. Subjects are presented with picture
arrays consisting of 10 items from the same category
(e.g., land animals) and asked to point to the item
named by the examiner.
JF VA PL GC AT Control means (SD) (n = 31)

81 80 79 71 77 68.5 (7.1)
f f m m m f18, m13
23 24 24 25 25 28.8 (0.9)
65 64 77 81 73 92.7 (3.0)
8 13 16 nt 16 20*

7 8 8 8 5 7*

16 8 15 12 17 24.5 (1.0)
15 13 22 14 16 24.4 (0.6)
24 13.5 29 35 31 34.2 (1.6)
0 0 0 11 6 53.3 (14.4)

thuranath et al., 2000).

ms.
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4. Sorting pictures and words at 3 levels. In this test the
patient is asked to sort cards, each card printed with
either the name or a picture of one concept, into
groups defined by their living or nonliving status
(level 1), by semantic category—e.g., fruit, vehicle,
etc. (level 2), or by the presence or absence of specific
subordinate attributes1 (level 3).
2.2. Probed test of semantic attribute knowledge

In this test the subject was asked to produce as much
information as possible about 62 of the 64 items in the
semantic battery, which were presented in spoken word
form. The test instruction was simply: ‘‘Tell me every-
thing you know about a . . .,’’ together with encourage-
ment to mention: (i) general ways of describing the
item, (ii) the parts of the item, and (iii) things that the
item can do or ways in which it can be used. Examples
were worked through using two items not in the test bat-
tery (table and fish). A standardised set of semantic
attributes for the items in the battery had already been
assembled from the definitions provided by a group of
20 normal volunteers (roughly matched for age and edu-
cational level to the DAT patient group) using the pro-
cedure described in Garrard et al. (2001b). This attribute
set was used to quantify the patients� performance as fol-
lows. For each item, the associated semantic attributes
(which ranged in number from 14 (Barrel) to 30
(Dog)) were listed on a score sheet, together with the
proportion of subjects who generated it in the feature-
listing task (feature dominance). Patients were credited
with knowledge of an attribute if it was generated during
testing. To overcome the problems associated with
assessing the more anomic subjects in this way, similar
credit was given for non-verbal responses (e.g., gestur-
ing, imitating or pointing), using a lenient criterion of
success. No time limit was imposed, but attribute gener-
ation for each concept was terminated when the patient
either indicated that he or she could think of no more to
say, or began to repeat previously generated attributes.
At this point, the patient was prompted to demonstrate
knowledge of the remaining attributes on the score
sheet, using probe questions which were specific (but
never in the form of direct yes/no questions). For in-
stance, if a patient had not mentioned spontaneously
that a tiger has stripes, the question ‘‘what markings
does a tiger have?’’ was asked. Likewise, in the absence
of the spontaneously generated information that a kan-
garoo jumps or hops, a patient would be asked ‘‘how
does a kangaroo move?’’
1 These were: for living categories: (a) foreign vs. native (b) larger
vs. smaller than a man (c) meat eating vs. non-meat eating; and for
nonliving categories (a) mainly metal vs. mainly non-metal (b) wooden
vs. no wooden parts (c) small enough to be carried in a pocket vs. too
large to be carried in a pocket.
The acquisition of each patient�s test data took place
in a series of sessions (typically four or five) over a per-
iod of up to two months, each session lasting between 2
and 3 h. An identical procedure was carried out on 20
age-matched control subjects (though the testing time
required was considerably shorter). Wherever possible,
patients were re-tested after an interval of 12 months.
This was possible for 8 of the 10 DAT patients. The pa-
tients� attribute knowledge for an item was calculated as
the proportion of the total number of attributes avail-
able for that item, with each attribute weighted by its
dominance value. In the data analyses that follow, attri-
bute knowledge is therefore expressed as the proportion
of the dominance-weighted sum of available attributes
generated either spontaneously or overall.

In accordance with standard practice, data analysis
was performed both with subjects and items as the ran-
dom factor, and results are quoted as F1 and F2, respec-
tively. In this study, because there was greater statistical
power associated with items (N = 62) than with subjects
(N = 10), effects are more likely to achieve statistical
reliability in the by-items analysis.
3. Results

3.1. Overall performance on tests of semantics

Table 3 displays the performance of each of the pa-
tients, at the initial testing round, on tests from the stan-
dard semantic battery, with cases arranged in ascending
order of MMSE score. The scores indicate that four of
the patients (DT, JH, RT, and RB), all in the moder-
ately affected subgroup, displayed a significant degree
of anomia, and that all patients with the exception of
JH performed better on the less demanding semantic
tasks (word-picture matching and sorting).

3.2. Feature content of normal and patient definitions

3.2.1. Reliability and sensitivity of the method

Individual patients� performances on the probed test
of attribute knowledge at the first and second (where
applicable) testing rounds, together with the mean and
95% confidence limits of the total attribute knowledge
scores obtained by the control group, are displayed in
Fig. 1. Each patient�s score is sub-divided into features
that were generated spontaneously and those offered in
response to the probe questions. It is clear from the fig-
ure that not even the most mildly affected patients per-
formed within the control range. Furthermore, no
patient produced much more than 50% of their total
attribute knowledge in the spontaneous condition.

A 2 (mild vs. moderate DAT) by 2 (round 1 vs. round
2) · 2 (spontaneous vs. total response) analysis of vari-
ance, showed that: (i) the scores at round 1 significantly



Table 3
Scores on tests form the semantic battery for patients and controls

Max. DT JH RT AN RB JF VA PL GC AT Control means (SD) (n = 25)

Letter fluency (/min) n/a 3 NT 3 7 10 6 3 12 11 5 13.6 (2.7)
Category fluency (/min) n/a 2.5 <1 2 7 2 6 6 8 9 6 15.1 (3.2)
Naming (living) 32 16 2 18 28 11 25 30 30 23 26 31.1 (0.9)
Naming (nonliving) 32 21 5 20 32 18 31 29 31 29 32 31.2 (1.2)
Word-picture matching (living) 32 28 12 25 32 25 30 30 31 25 29 31.8 (0.4)
Word-picture matching (nonliving) 32 27 8 24 32 29 31 31 32 32 32 32 (0.2)
Sorting III (words) 140 130 NT NT NT 111 129 128 128 124 130 133.8 (3.9)
Sorting III (pics) 140 123 NT NT 132 125 124 130 129 123 132 134.7 (4.1)

nt, not tested; n/a, not applicable.

Fig. 1. Mean total feature knowledge per concept (proportion of the
dominance-weighted sum of all the features associated with a concept)
achieved by each of the subjects studied. Scores are divided into the
components due to spontaneous and prompted generation of feature
knowledge. Paired bars indicate scores at the first (left) and second
(right) testing rounds. Reference lines show the mean and 95%
confidence limits of the total scores (i.e., after prompting) achieved by
the control group.

2 According to the convention adopted in Garrard et al. (2001b),
shared features have numerically higher distinctiveness values than
distinctive features.
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exceeded those at round 2 [F1(1,6) = 59.1, p < .001;
F2(1,61) = 97.4, p < .001]; (ii) the mildly affected pa-
tients scored consistently higher than the moderate
group [F1 (1,6) = 10.9, p < .05; F2(1,61) = 675.1, p <
.001]; and (iii) a significant amount of additional infor-
mation was produced after prompting [F1(1,6) = 85.9,
p < .001; F2(1,61) = 823.1, p < .001]. The marginal var-
iation in longitudinal decline among the patient groups
(group by round interaction) [F1 (1,6) = 2.7, p > .05;
F2(1,61) = 33.9, p < .001], and the greater proportion
of information produced after prompting by the moder-
ate group (group by response type interaction)
[F1(1,6) = 2.1, p > .05; F2(1,61) = 23.1, p < .001]
reached significance only in the by items analysis.

3.2.2. Effects of distinctiveness and intercorrelation

Differences between the vulnerability of distinctive as
compared with shared semantic features were sought by
comparing the patterns of retrieval associated with fea-
tures belonging to these two groups. Features were di-
vided into relatively distinctive and relatively shared
subsets (taken from the top quartile (0.06–0.125) and
the bottom quartile (0.625–1.0), respectively, of the
range of distinctiveness values).2 As before, each feature
was weighted by its production frequency in the normal
population (dominance). The mean proportions of fea-
tures belonging to these two distinctiveness subsets gen-
erated at each testing round (either spontaneously or in
response to a prompt question) are presented in Fig. 2,
with mild and moderate DAT shown as separate
subgroups.

These proportions were compared using a 2 (distinc-
tive vs. shared) by 2 (testing round 1 vs. 2) · 2 (mild
DAT vs. moderate DAT) analysis of variance. As before,
significantly more features were generated at the first
testing round than at the second [F1(1,6) = 179.4,
p < .001; F2(1,59) = 115.9, p < .001]. The by subjects
analysis also showed that significantly more shared than
distinctive information was generated by subjects from
both groups at testing rounds 1 and 2, [F1 (1,6) = 31.9,
p < .01], though this difference failed to reach signifi-
cance in the by items analysis [F2(1,59) = 1.49,
p > .05], as did all interactions involving distinctiveness.
Subjects in the mild DAT group produced significantly
less feature knowledge under both analyses
[F1(1,6) = 8.7, p < .05; F2(1,59) = 440.3, p < .001], and
this difference may have been marginally more marked
in the moderate subgroup (group by testing round inter-
action) [F1(1,6) < 1; F2(1,59) = 15.7, p < .001].

The presence of a significant effect of distinctiveness
in the by subjects, but not in the by items, analysis sug-
gests that a subset of the items used in the test might
have been contributing an atypical pattern of data. To
explore this possibility further, the by items analysis
was repeated using semantic domain as an additional
two-level (living vs. manmade) between-items factor.
This analysis confirmed a significant interaction between
distinctiveness and domain [F2(1,58) = 7.6, p < .01].



Fig. 2. Mean proportions of distinctive and shared features generated
by patients from the two disease groups at the first and second testing
rounds.
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Inspection of Fig. 3, which displays the mean shared and
distinctive feature knowledge scores from all patient
testing sessions on the six basic level categories from
which the stimuli were drawn, suggests that this interac-
tion arose from the scores on items belonging to the cat-
egory of household items. It has been noted previously
Fig. 3. Mean feature-knowledge scores from all patient testing sessions assoc
stimuli were drawn.
(Garrard et al., 2001b; McRae & Cree, 2002; Rogers
et al., 2004) that this category differs from the others,
in part because of the relative poverty of shared struc-
ture among its features, a property which is also re-
flected in the patients� feature knowledge scores
reported here.

This series of analyses suggests that damage to the
semantic system in DAT affects distinctive rather than
shared features to a disproportionate degree. One mech-
anism that has been postulated to explain this differen-
tial vulnerability employs the notion of feature
intercorrelation. Intercorrelated features are those
which are more likely to occur together than indepen-
dently, and it has been suggested that this statistical fact
might be reflected in a greater tendency for mutual acti-
vation between feature pairs. It is claimed that mutual
activation provides a source of collateral support for
such features, resulting in greater robustness in the face
of damage (Devlin, Gonnerman, Andersen, & Seiden-
berg, 1998; Gonnerman, Andersen, Devlin, Kempler,
& Seidenberg, 1997).

Correlation coefficients between every pair of features
contributing to each of the six categories have already
been calculated for the present data (Garrard et al.
(2001a, 2001b)). Because the notion of intercorrelation
implies a regular coactivation among feature pairs,
stronger correlations are to be expected among features
at the ‘‘shared’’ end of the spectrum of distinctiveness.
This is confirmed in the present data by a positive corre-
lation between the mean intercorrelation coefficient
associated with each feature and its distinctiveness value
(R = .8, p < .001).
iated with items from the six basic-level categories from which the test
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To examine the intercorrelation hypothesis further,
the shared features were divided according to their ten-
dency to form significant intercorrelations. For each fea-
ture we calculated the proportion of all features of
concepts in the same semantic domain with which its
correlation coefficient was statistically significant, as de-
fined by the values of Rcritical for living and nonliving
concepts (discussed in detail in Garrard et al., 2001b).
This measure had a mean value of 0.08 (SD 0.04).
Highly intercorrelated and relatively weakly intercorre-
lated subsets were defined by taking values falling in
the top and bottom quartiles respectively of this distri-
bution. The characteristics of these two subsets are con-
trasted in Table 4.

The mean scores (proportions of the total domi-
nance-weighted sum of features generated) achieved by
the two patient groups on these subsets of features are
displayed in Fig. 4. Somewhat surprisingly, the scores
relating to the minimally intercorrelated subset of fea-
tures were consistently higher than those relating to
the highly intercorrelated subset. A 2 (high vs. low inter-
Table 4
Characteristics of two subsets of shared features from the test of semantic f
often significantly correlated with other features belonging to concepts withi
was associated with few such significant correlations

Measure Correla

High

Proportion of significant intercorrelations 0.13
Mean distinctiveness coefficient 0.83

Correlations were calculated using Pearson�s correlation coefficient.

Fig. 4. Comparisons of the scores on the highly and minimally intercorrelated
the three disease groups.
correlation) by 2 (testing round 1 vs. 2) · 2 (mild DAT
vs. Moderate DAT) analysis of variance confirmed that
this difference was significant [F1(1,6) = 10.9, p < .05;
F2(1,54) = 5.6, p < .05], as (again) were the overall dif-
ferences in feature-knowledge scores between testing
rounds [F1 (1,6) = 20.4, p < .01; F2(1,54) = 97.8, p <
.001], and between mild and moderate patient groups
[F1(1,6) = 8.8, p < .05; F2(1,54) = 434.6, p < .001].
These two factors (testing round and patient group)
interacted in the by items analysis [F1(1,6) = 1.5,
p > .05; F2(1,54) = 13.0, p < .01], and there was a small
and similarly inconsistent three-way interaction
[F1(1,6) < 1; F2(1,54) = 6.8, p < .05].

3.2.3. Comment

This pattern of results suggests that feature intercor-
relation is insufficient to explain the greater preservation
of shared features in the present data. Although the min-
imally intercorrelated features were marginally but sig-
nificantly less distinctive than those in the highly
intercorrelated set (see Table 3), this difference is too
eature knowledge: a highly intercorrelated set consisted of those most
n the same domain (living or nonliving); a minimally correlated subset

tion group F (1,349)

Low

0.04 403.9 (p<.001)
0.86 5.03 (p<.05)

feature subsets achieved, at each testing round, by patient from each of



Fig. 5. Mean feature knowledge scores of each of the patient groups at the initial testing round, and the control group, with scores on the four
feature subtypes shown separately.

3 Considering testing round as a separate factor would not only
have limited further the number of complete cases in the analyses that
follow, but would also have introduced an additional (and arguably
redundant) level of complexity into the interpretation of the results.
Regarding each test session as a separate observation, on the other
hand, would have violated the assumption of independence.
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small to be the sole explanation for the disparity. It
could be argued that the finding is related to the system-
atic undersampling of shared features in the original fea-
ture production data, which almost certainly resulted in
an underestimate of the true incidence of feature inter-
correlations. On the other hand, there is no compelling
reason to suppose a priori that such an undersampling
would have affected intercorrelated features to a dispro-
portionate extent.

3.2.4. Interactions between feature type and

semantic domain

A third theoretically important aspect of the present
data concerns the contributions of different feature
types to the representations of items from different
semantic domains. The analysis of data derived from
feature-generation by cognitively normal subjects
reported by Garrard et al. (2001b) showed that the pro-
portional difference between the sensory and non-sen-
sory features listed for concepts differed between
living and nonliving concepts in a manner that was
similar, though of smaller magnitude, to the findings
of Farah and McClelland (1994). The findings of Garr-
ard et al. (2001b) also raised the possibility that ency-
clopaedic features may have played a crucial role in
the representations of concepts from living domains.
The norms derived from that study provide an oppor-
tunity to examine in detail the relationship between
the predictions of the sensory-functional theory (SFT)
and the patterns of loss of different types of feature
knowledge found in a series of patients at various
stages of a neurodegenerative process.

Fig. 5 displays the mean proportions of the domi-
nance-weighted totals of sensory, functional, encyclope-
dic and categorising features generated by subjects from
the two patient groups at the initial testing round,3 and
by the control group. These data were analysed using a 3
(controls vs. mild DAT vs. moderate DAT) · 4 (sensory
vs. functional vs. encyclopaedic vs. categorizing fea-
tures) analysis of variance, which showed significant dif-
ferences among the three subject groups [F1(2,27) =
109.2, p < .001; F2(2,112) = 304.9, p < .001], and
among the four feature types [F1(3,81) = 19.2,
p < .001; F2(3,168) = 12.5, p < .001], as well as a signif-
icant interaction [F1(6,81) = 4.8, p < .001; F2(6,336) =
2.8, p < .05]. Post hoc pairwise comparisons of the by
subjects data, using Tukey�s honestly significant differ-
ence test, confirmed that the scores of both patient
groups were significantly lower than those of the con-
trols on all types of knowledge. In addition, the moder-
ate patients produced significantly less sensory and
encyclopaedic feature knowledge than the those in the
mild group, while functional and categorizing features
were equal between groups.

Fig. 6 presents the mean sensory, functional and
encyclopaedic feature knowledge scores achieved by
subjects from the two patient groups and the control
group, with values for living and nonliving items shown
separately. To enhance any differences that may be pres-
ent between the groups, these scores shown relate only
to the distinctive features.

The data were analysed using a 3 (controls vs. mild
DAT vs. moderate DAT) · 3 (sensory vs. functional vs.



Fig. 6. Mean distinctive sensory, distinctive functional, and distinctive encyclopaedic feature knowledge scores associated with items from the living
and nonliving domains.
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encyclopaedic) · 2 (living vs. nonliving) analysis of vari-
ance. This analysis confirmed main effects (noted above)
of subject group [F1(2,27) = 144.9, p < .001; F2(2,92) =
319.8, p < .001] and feature type [F1(2,54) = 53.8,
p < .001; F2(2,92) = 6.6, p < .01]. There was no consis-
tent overall difference between the living and nonliving
item subsets [F1(1,27) = 1.2, p > .05; F2(1,46) < 1], but
there were significant interactions between semantic do-
main and subject group [F1(2,27) = 3.3, p = .05;
F2(2,92) = 3.8, p < .05] and (critically for this analysis)
between semantic domain and feature type
[F1(2,54) = 107.7, p < .001; F2(2,92) = 5.4, p < .01]. As
before, the difference between the scores on the three fea-
ture types varied across groups, resulting in a significant
interaction between these two variables [F1(4,54) = 8.6,
p < .001; F2(4,184) = 2.9, p < .05]. A three-way interac-
tion is suggested by: (i) the difference between patients
and controls in relative functional knowledge scores for
living and nonliving items, and (ii) the reversal—more
marked in patients than controls—of the living-nonliving
difference between encyclopaedic and other feature types.
This three-way interaction was indeed significant
[F1(4,54) = 4.5, p < .01; F2(4,184) = 2.9, p < .05].

The finding of a significant interaction between fea-
ture type and semantic domain implies that the propor-
tions of different types of feature knowledge varied
between living and nonliving concepts. To explore this
interaction further, the scores were collapsed across
the two disease groups, and the sensory, functional,
and encyclopaedic feature knowledge scores relating to
items from the living and nonliving domains compared.
The only significant difference between living and non-
living domains was that associated with the functional
features [F (1,54) = 11.3, p < .01], among which higher
knowledge scores were associated with concepts in the
nonliving domain. Combining the functional and ency-
clopaedic feature sets, however, resulted in the relative
proportions of sensory and non-sensory features becom-
ing indistinguishable [F (1,54) > 1]. If there were system-
atic differences in the cognitive structure of concepts
associated with living and nonliving domains as pre-
dicted by the SFT, a significant interaction between do-
main and knowledge type might have been expected
from the study of semantic systems under degraded con-
ditions. The feature knowledge scores of these groups of
patients, therefore, provide no convincing evidence in
favour of the SFT.

3.2.5. Comment

The above analyses have suggested that patients with
DAT differed significantly from normal controls not
only in respect of the extent of their feature knowledge,
but also in the relative proportions of surviving features
of different types. The analyses performed so far have
shown significant differences between control and dis-
ease groups on knowledge of all feature types, but the
post hoc comparisons (see p. 20 above) revealed differ-
ences between the mild and moderate DAT groups only
for sensory and encyclopaedic feature types. The incon-
sistency with respect to feature knowledge preservation
between disease stages might be predicted on anatomical
grounds: temporal neocortical regions may be particu-
larly important in the representation of sensory infor-
mation, and it has been suggested that, in the majority
of patients with DAT, the pathological process spreads
from medial to lateral temporal regions before involving



Fig. 7. Mean proportions of semantic features generated in response to named and unnamed items from the semantic battery by subjects with mild
and moderate DAT at the first and second testing rounds.
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posterior association areas (Braak & Braak, 1991). This
hypothesis will be considered further by comparing the
proportions of features of each type produced for items
that were correctly named to those produced for un-
named items.

3.3. Relationship between naming and semantic

feature knowledge

To address the question of whether the naming deficit
characteristic of DAT is due to degradation of specific
semantic information, or to impaired access to relatively
intact representations, the relationship between success
at naming and amount of attribute knowledge generated
was examined. Overall feature knowledge performance
on the named and unnamed items is shown graphically
in Fig. 7 which displays the mean feature knowledge
scores achieved by the mild and moderate subject
groups. Scores are collapsed across items, and divided
according to whether the corresponding picture was cor-
rectly named. Because three patients had dropped out of
the study after the first testing round, data from testing
round 2 was not included in these analyses.4

A two (mild vs. moderate) by two (named vs. un-
named) ANOVA was used to analyse these results. In
these analyses, although data from all cases are in-
cluded, the F-ratio and hence the degrees of freedom
4 Of the patients who were not retested, one (AT) died, and the
other two withheld consent.
of the error term, are based on the number of complete

cases (i.e., cases associated with data at all levels of all
factors). This method of dealing with missing values in
multivariate data is discussed in Everitt and Dunn
(1991, p. 40).

In the by subjects analysis (10 complete cases) the dif-
ference between the two groups approached significance
[F1(1,8) = 3.4, p = .10], but there was no overall differ-
ence between scores associated with the named and un-
named items, nor any interaction [F1(1,8) < 1] for both
analyses. The by items analysis (27 complete cases),
however, showed that the mild group produced reliably
more attribute information than the moderate group
[F2(1,25) = 11.5, p < .01], and that significantly more
information was produced overall about the named than
the unnamed items [F2(1,25) = 23.1, p < .001]. The
interaction between naming status and disease stage
was also significant [F2(1,25) = 5.54, p < .05].

3.3.1. Comment

These results replicate those obtained by Hodges
et al. (1996): while confirming the variability in degree
of anomia exhibited by individuals with AD, they sug-
gest that more demanding tests of semantic memory
may be performed at below normal levels by all pa-
tients, and that disease stage is reliably associated with
test performance. The data also suggest that there is a
principled relationship between the status of semantic
knowledge and the anomia that characterises many of
the more impaired patients� neuropsychological
profiles.
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As previously noted, this analysis neglects a number
of potentially important factors. First, the possibility
that distinctive information may be particularly crucial
to name production was explored by considering subsets
of attributes in the top and bottom quartiles of the range
of distinctiveness values. Secondly, because picture nam-
ing is visually mediated, the attributes most related to
naming success might be expected to be those that can
be ascertained through the visual modality (i.e., mainly
sensory attributes). Features were therefore further sub-
divided into sensory and functional subsets, with the
small number of encyclopaedic features (which on this
account would be expected to have little or not impact
on the process of name retrieval) excluded from further
analysis.

Finally, the naming errors characteristically made by
DAT patients range from simple ‘‘don�t know’’ re-
sponses to semantically rich and correct circumlocu-
tions, such as ‘‘that Australian animal that jumps and
carries its young in a pouch.’’ Incorrect naming re-
sponses therefore seem to be more accurately character-
ised in terms of grades of information, rather than a
simple dichotomy, and it could be hypothesised that fail-
ures of different kinds, or at different stages of the nam-
ing process, may underlie different types of erroneous
naming response. According to this account, only items
associated with certain types of naming error would dif-
fer from those named correctly in terms of the amount
of semantic information retrieved in response to the con-
cept name. If, on the other hand, semantic memory is
playing a role in all types of naming error made by
Fig. 8. Mean proportions of distinctive (A) and shared (B) sensory and non
subjects in the three groups.
AD patients, then a graded effect of semantic attribute
knowledge would be predicted. The incorrect naming re-
sponses that convey most information should be associ-
ated with more attribute knowledge in the definitions
task, and the most impoverished with significantly
poorer definitions. The best definitions should corre-
spond to correctly named items. Naming errors were
therefore divided into three types, which were hypothes-
ised to reflect increasing degrees of knowledge about the
items to be named: (1) ‘‘don�t know,’’ semantically unre-
lated or incorrect circumlocutory responses; (2) generic
category words (e.g., ‘‘animal,’’ ‘‘fruit,’’ etc.); and (3)
close category-coordinates (e.g., ‘‘lion’’ for tiger, or
‘‘emu’’ for ostrich), or accurate circumlocutions.

3.3.2. Effects of feature distinctiveness, feature type,

and quality of response/error

The proportions of sensory and non-sensory attri-
butes generated for items associated with each of the
four types of naming response are shown in Fig. 8, with
values for distinctive (8a) and shared (8b) attributes
shown separately. A three-way, repeated measures AN-
OVA was used to examine the mean proportions of
semantic feature knowledge associated with feature dis-
tinctiveness, feature type and naming response type (er-
ror types 1, 2, and 3, and correct). In the by subjects
analysis (5 complete cases available), there was signifi-
cantly more sensory compared with functional knowl-
edge [F1(1,4) = 22.08, p < .01], but no other significant
main effects. A small interaction emerged between
knowledge type and distinctiveness [F1 (1,4) = 8.64,
-sensory features associated with concepts identified at four levels by
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p < .05] reflecting the greater number of shared sensory
features and of distinctive functional features. None of
the interactions involving level of naming response
reached significance. In the by items analysis (seven
complete cases), there were significant main effects of
feature type [F2(1,6) = 9.09, p < .05], reflecting the lar-
ger number of attributes classified as sensory knowledge,
and of naming response type [F2(3,18) = 4.72, p < .05],
as well as a significant interaction between these two fac-
tors [F2 (3,18) = 3.74, p < .05], but no effect of distinc-
tiveness, nor any interactions involving this term.

To explore further the interaction between feature
type and naming response type, separate 2-way (distinc-
tiveness by naming response type) by-items ANOVA�s
were performed on the sensory and functional attribute
subsets (seven complete cases in each). Among the sen-
sory attributes, the slight overall excess of shared feature
knowledge was not statistically significant [F (1,6) < 1],
though the difference among the four naming response
types was highly significant [F (3,18) = 5.35, p < .01].
There was no interaction between these two factors.
By contrast, among the functional attributes, neither
of the main effects ([F (1,6) < 1] for distinctiveness;
[F (3,18) = 2.42, p > .05] for naming response type) nor
the interaction [F (3,18) < 1] was significant.

3.3.3. Comment

These results provide some evidence that the more
fine-grained semantic knowledge (as determined by
probed definitions to concept name) that is retained
about an item, the more detailed and appropriate the
subjects� responses (even if erroneous) will be on tests
of picture naming, and that this relationship applies par-
ticularly to knowledge of the item�s sensory attributes.
Although these conclusions are not statistically sup-
ported in the by-subjects analysis, the small size, as well
as the considerable variability in the naming perfor-
mance of the study population, makes the latter form
of analysis rather insensitive. There was no clear evi-
dence, generalizing across either subjects or items, that
distinctive information is significantly more associated
with correct naming responses than shared information,
again possibly the result of insufficient statistical power.
4. Discussion

The data reported in this study of semantic memory
in DAT were obtained using a novel test of semantic fea-
ture knowledge, which has a number of advantages over
previously reported methods of assessing the integrity of
conceptual knowledge at the fine-grained level. Most
important, the test was based on a standardised data-
base of semantic features derived from a baseline task
performed by cognitively normal age-matched volun-
teers (Garrard et al., 2001b). This not only provided
an objective criterion for quantifying feature knowledge,
but also allowed the important variables of production
frequency (dominance), distinctiveness, and intercorre-
lation to be incorporated into analyses of feature knowl-
edge status in patients. Moreover, the method of
probing for knowledge of features that were not sponta-
neously declared, at least partially overcomes the prob-
lem of word retrieval impairment that always hampers
the assessment of fine-grained knowledge in tasks
requiring speech output.

The detailed assessments performed have provided a
large volume of empirical data from patients with im-
paired semantic memory, allowing a range of theoreti-
cally important factors to be systematically analysed.
The principal findings from these analyses have been:
(i) that the method of quantifying residual semantic
knowledge by means of structured definitions with spe-
cifically guided probe questions, designed to elicit a de-
fined corpus of feature knowledge, is a viable and
sensitive means of assessing semantic memory in mild
to moderate DAT; (ii) that in the course of progressive
degradation of conceptual knowledge in these patients
the distinctive features of individual items are margin-
ally more vulnerable than the shared, and that this dif-
ference in feature vulnerability does not require
additional assumptions about feature intercorrelation
to be accommodated within a distributed model of
semantic memory; (iii) that the level of attribute knowl-
edge provided to concept name achieved for each item in
the battery was reliably associated with the ability to
name a picture of that item; and (iv) that while attribute
types (sensory or functional) were differentially impor-
tant in naming, the main prediction of the sensory-func-
tional theory (namely, that the degree of disruption to
different types of attribute knowledge should vary be-
tween concepts from the living and nonliving domains)
was not upheld.

The first of these conclusions is justified by the obser-
vation that even the most mildly affected patients scored
well below the lower limit of the control range, and that
all subjects showed the expected decline in performance
when reassessed at intervals of around one year. More-
over, the fact that patients� scores on knowledge of con-
cept features were considerably enhanced by specific
probe questions, further suggests that the extent of
semantic knowledge is significantly underestimated by
studies that rely purely on the content of freely gener-
ated concept definitions. It should, nonetheless, be noted
that testing was long and arduous, and the influence on
overall performance of non-specific factors such as fluc-
tuating attention and cognitive slowing was not ruled
out by the comparison with a cognitively normal control
population.

The second finding (the differential vulnerability of
distinctive features) may be attributable, in a connec-
tionist framework, to the relatively greater influence of
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more commonly recurring elements on learned represen-
tations. It has been argued that this phenomenon can ac-
count for the characteristic pattern of semantic
breakdown in which picture naming responses become
progressively dominated by generic or highly prototypi-
cal terms, such as ‘‘animal’’ or ‘‘dog’’ (Hodges et al.,
1995a; Warrington, 1975), but no previous studies have
demonstrated it directly in patients with degraded
semantics. Admittedly, the differences attributable to
distinctiveness were small and only apparent in a by-
items approach to the data, and it is certainly plausible
that our assumption that the semantic system is orga-
nized as a distributed feature network is too simplistic.
Nonetheless, relative undersampling of shared features
in the standard feature set and/or the atypical feature
structure associated with some categories almost cer-
tainly contributed to this inconsistency (see comments
on pp. 16 and 17).

A similar absence of direct evidence bedevils the
hypothesis that feature intercorrelation, rather than fea-
ture sharing per se, is critical to the vulnerability of dis-
tinctive attributes (Devlin et al., 1998; McRae et al.,
1997); our shared feature analysis comparing those that
were correlated, and those that were uncorrelated pro-
vided no evidence in favour of this view.

The final two sets of results replicated those of Hod-
ges et al. (1996), who also found a relationship between
naming and semantic knowledge as measured by the
quantity and quality of spontaneously generated defini-
tions. The methods used in the present study have, how-
ever, gone some way towards eliminating the component
of attentional and executive dysfunction that could have
accounted for at least part of patients� poor perfor-
mance. Whereas in that study it was argued that many
patients with mild DAT perform normally on demand-
ing dual-task tests of frontal ‘‘executive’’ ability
(Greene, Hodges, & Baddeley, 1995), it is now clear that
attentional deficits can be detected in a majority of DAT
patients if a sufficiently wide range of neuropsychologi-
cal instruments is used (Perry & Hodges, 1999). The
method of probing for specific attributes helps to con-
trol for attentional factors as well as for the confounding
factor of anomia; and the demonstration that all pa-
tients provided significantly more semantic feature
information when probed argues strongly for the
involvement of one or both of these confounds in the
spontaneous condition.

The idea that semantic memory degradation under-
pins anomia in DAT is given further support by the find-
ing that the quality of the naming response is associated
in a graded fashion with underlying attribute knowl-
edge. That is to say, the more impoverished a patient�s
definition in terms of semantic attributes, the less appro-
priate or content-bearing will be his/her naming re-
sponse to the corresponding picture. Thus, while it is
possible to argue that, even with our technique of prob-
ing for knowledge, naming deficits could still reflect
either degraded knowledge or impairment of access,
the data relating naming error type with amount and
type of attribute knowledge produced make this argu-
ment much more difficult to sustain.

It is perhaps surprising that the distinctiveness of an
attribute did not appear to have a direct effect on the
strength of this relationship between knowledge and
naming. The distinctive attributes are, after all, those
which differentiate a concept from its category co-ordi-
nates—which is essentially the role of the verbal label it-
self. One possible explanation for this may simply lie in
the flexibility with which a concept name is assigned to a
level in the hierarchy of superordinate terms (the term
‘‘cat,’’ for example, designates a broader class of crea-
tures when one is in a zoo), or in the variations in this
hierarchical structure between individuals with different
types of premorbid expertise.

An analysis of naming ability based on the success or
failure of the patient to produce the ‘‘core concept’’ de-
scribed by Hodges et al. (1996), might appear at first
sight to have described an association between naming
and knowledge of distinctive features. Yet scrutiny of
some of the definitions which were judged to have con-
veyed the core concept, (such as Rhinoceros: ‘‘A very
large animal with a tough leathery skin, longish snout
with a curved horn sticking vertically up from the snout,
small ears, piggish eyes, small tail, thick heavy legs with
very distinct toes’’) reveals a significant contribution of
information that is shared by other concepts. Moreover,
it would in theory be possible to construct definitions of
many concepts which meet the requirements of supply-
ing a ‘‘core concept’’ using unique combinations of only
shared attributes (e.g., ‘‘the large, strong African or In-
dian animal with tusks’’). Previous studies (Devlin et al.,
1998; McRae et al., 1997) have emphasized the impor-
tance of shared attributes, particularly in the representa-
tion of biological concepts. Shared visual attributes must
also have a role in recognition, at least up to the point of
assigning the item to the appropriate semantic category,
and it is not surprising that these outnumber the distinc-
tive attributes. The intuitive importance of distinctive
information may therefore, in the present study, have
been overshadowed by the simple numerical superiority
of shared attributes.

In conclusion then, the study reported in this paper
has introduced a method whereby semantic knowledge
can be systematically quantified at a fine-grained level,
and has shown that the performance on this probed
knowledge task of patients at various stages of DAT is
strikingly impaired. The idea that the anomia frequently
observed in DAT reflects the disintegration of underly-
ing semantic knowledge has been reinforced by the rep-
lication of the findings of Hodges et al. (1996) and by the
additional demonstration of a graded relationship be-
tween naming success and amount of semantic knowl-
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edge available. Finally, a stronger relationship of increas-
ing success at naming with visual than with functional
knowledge has been demonstrated, arguing for the great-
er importance of visual knowledge to name production.

Although this last finding might be interpreted as
providing some degree of support for the notion of a
visually based semantic subsystem specialised for name
production, it is also open to the rather more mundane
explanation that naming from pictures (visual represen-
tations of concepts) relies more strongly on visual than
on any other kind of knowledge. One response to this
might be to examine the relationship between visual
knowledge and naming in response to non-visual stimuli
(such as verbal descriptions) and between visual knowl-
edge and visually mediated tasks that do not involve
name-retrieval (such as picture sorting and word-picture
matching). In the absence of such data, a demonstration
that the relationship between naming and visual knowl-
edge differs between conceptual domains (such as living
vs. non-living things), would constitute evidence that the
role of visual information in naming was more ‘‘central’’
than ‘‘peripheral’’—a view that was taken in a detailed
study of changes in the content of concept definitions
over time (Lambon Ralph, Patterson, & Hodges,
1997). Although the number of cases available was too
small for these analyses to be replicated here, further
investigation of this issue, using the semantic attribute
data and methods described in this paper, will form
the subject of a future study.
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